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Knee Osteoarthritis Detection Using Deep Learning Algorithms 
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Abstract. Osteoarthritis is one of the most common form of arthritis that affects middle-
aged and elderly people, and osteoarthritis (OA) usually affects knees and small finger 
joints, as well as thumb. The conventional prevalent practice to diagnose such as 
osteoarthritis diseases relies on human interpretation of medical images. This manual 
diagnosis approach is prone to the medical skills of individuals, time consuming, and 
error-prone task. However, the Artificial Intelligence (AI) has emerged in the recent 
years as a new diagnosis approach with the potential to overcome these limitations, and 
it shown outstanding success in processing and analysis of medical images. This paper 
presents a convolutional neural network based model and a mobile application that can 
help healthcare specialists and nonprofessional individuals in diagnosing knee OA from 
2D (X-ray) images. The proposed model was trained and was tested using images from 
three different sources: an online reputed medical source, local diagnostic centers, and 
from local hospitals. The user-friendly mobile application was designed to take an X-
Ray image as an input to this model and then displays the level of severity of the knee 
OA.  
The obtained results were very satisfactory the model yields up to 92% accuracy to 
predict the presence of osteoarthritis or not. The model also achieved about 86% 
accuracy to predict the Knee OA severity level (five grades) based on the KL system. 
Keywords: Knee, Osteoarthritis, Arthritis, Convolutional Neural Network, Deep     
Learning Algorithms, Radiograph, X-ray. 
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1. Introduction 

Osteoarthritis (OA) is the damage of joint cartilage and leads to damage 
of functionality in the knee and hips, and the early signs can be observed with 
tears in cartilage (S. Castañeda, et al. 2012 & D. Lubar, et al 2010). Nowadays, 
there are over 250 million patients suffer from arthritis globally, and around 70% 
of them are 60 years of age or over(Arthritis and its Public Health Burden, 2017 
& A. O. Akinpelu, et al. 2009). The primary knee OA symptoms are pain, 
stiffness, decreased range of joint motion, and malfunctioning gait that ultimately 
increases the progression rate of the disease (Global Burden of Disease Study, 
2013). These indications affect individuals' functionality, degrade their life 
quality, and lead to joint replacement surgery in many cases. 

The traditional or manual procedures of diagnosing and detecting knee 
OA has some drawbacks because it relies on manual interpretation of medical 
images, which is an error-prone task. However, in the last two decades, deep 
learning algorithms have been used extensively in medical image analysis and 
classification problems and accomplished substantial achievements across 
variety of domains (Yamashita, R., et al.  2018 pp611-629). In fact, some 
researchers anticipate that some deep learning algorithms, such as 
Convolutional Neural Network (CNN), could achieve performances that resemble 
human experts (http://youtu.be/FxlSzS76VTY).  Hence, it becomes imperative 
to find innovative solutions or to improve existing deep learning model's overall 
accuracy in predicting the levels of severity of Knee OA. 

1.  One of the main features to determine the severity of knee OA 
is the joint space narrowing, which could be easily visualized using existing 
diagnostic imaging techniques such as Magnetic Resonance Imaging (MRI) and 
X-Rays. The MRI technique is a valuable tool and provide multiple images, 

http://youtu.be/FxlSzS76VTY
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which can be used to produce 3D images to extract essential information 
especially on knee kinematic data (Mezghani, N.; et al.2018). However, 
processing and analysing MRI multiple images need considerably a powerful 
computing device. On the other hand, the most popular procedures nowadays 
for knee OA diagnosis are based on plain radiographs; X-Rays, because 2D 
radiographs would be sufficient to diagnose patients with knee OA (Newman, 
Samuel et al. 2022).  
 This work includes building a model based on artificial neural network 
(CNN) for classifying Knee OA severity levels and developing a mobile 
application that can use this model to scan X-ray images and detect the level 
of severity. The predication of our model will be based on the Kellgren–Lawrence 
(KL) grading system, which classifies knee OA severity into five grades, where 
grade 0 represents healthy with no symptoms of knee OA (normal case), while 
grade 4 presents a severest stage (Murphy, L.; Helmick, C.G., 2012). 
 The 2D radiographs images were chosen here because first X-rays 
images are available, more accessible than MRI images, and cost-saving 
procedure. Secondly, radiographs images need less computation power and less 
space to load the image than MRIs. Thus, these features help us to launch the 
proposed model on mobile devices. 
2. Literature Review 

In 2018, Aleksei Tiulpin, et al. introduced a new transparent computer-
aided diagnosis method based on the Deep Siamese Convolutional Neural 
Network [9]. This method can automatically score knee OA severity according 
to the KL grading scale. It was trained using data from the Multicenter 
Osteoarthritis Study and validated it on randomly selected 3,000 subjects (5,960 
knees) from Osteoarthritis Initiative dataset. The method yielded an average 
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multi-class accuracy of 66.71% compared to the annotations given by a 
committee of clinical experts.  

Another method proposed a new learning model for knee OA detection using 
X-ray images (Yassine Nasser, et al. 2020). The proposed framework; called 
Discriminative Regularized Auto-Encoder (DRAE), is based on Auto-Encoders 
that allows to learn both relevant and discriminative properties to improve the 
classification performance. Their experimental results on data from the public 
multicenter Osteo Arthritis Initiative (OAI) show that the developed method 
presents potential results for early knee OA detection. 
Recently, Md. Rezaul Karim, et al proposed Deep Knee Explainer to leverage 
explainable knee OA diagnosis based on radiographs and MRIs (Yassine 
Nasser, et al. 2020). First, they comprehensively preprocess MRIs and 
radiographs through the deep-stacked transformation technique against possible 
noises and artifacts that could contain unseen images for domain generalization. 
Then, they extract the region of interests (ROIs) by employing U-Net 
architecture with ResNet backbone. To classify the cohorts, they train DenseNet 
and VGG architectures on the extracted ROIs. Finally, they highlight class-
discriminating regions using gradient-guided class activation maps (Grad-
CAM++) and layer-wise relevance propagation (LRP), followed by providing 
human-interpretable explanations of the predictions. The training and testing 
was based on the Multicenter Osteoarthritis Study (MOST), which is a 
prospective and observational study of knee osteoarthritis (OA) in older 
Americans with OA disease. This approach yields up to 91% classification 
accuracy for four classes. 

In 2022, two models were introduced to assist orthopedists and 
radiologists in the detection and classification of knee osteoarthritis in 
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accordance with the KL classification system using X-rays images. One model 
separated the first two grades of (KL 0-1) system from the last three severest 
grades (II-IV) (Md. RezaulKarim, et al. 2021). The other model grouped the 
five levels of the KL system into three groups: The first two grades (KL 0-I) as 
normal, the third level (KL II) as non-severe and the last two levels (KL III-IV) 
as severe (N. Pongsakonpruttikul et al, 2022 pp1549-1558). The average 
accuracy of the first model in detecting and classifying the two groups was about 
85%, while the second mode’s average accuracy based on the three grouped 
was around 86.7%. 
Our approach differs from the above-mentioned approaches in that our model; 
in addition to the online dataset, has been tested using unseen dataset from 
local health institutions. It was first tested on detecting the five severity levels 
and then tested on detecting two classes: normal (KL 0) or abnormal (K I-IV).  
Our model achieved, as we shall see in the results, better performance than the 
two recent models in (N. Pongsakonpruttikul et al, 2022 & Md. RezaulKarim, et 
al. 2021). 

3. Methodology 

 Figure 1 shows an overview of the development process. The first step 
was collecting the dataset and then preprocessing the selected images. After 
that, several machine leaning and deep learning algorithms to select the proper 
algorithm. The CNN algorithm was chosen and tuned to the best performance. 
In the last step, we developed a user interface, which can be used for examining 
an X-ray image and shows the model’s predication. 
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           Fig. 1.Overview of the proposed model’s development process 

o Dataset Description 

 The dataset; X- Rays images, which was used to train and test our 
model, were collected from this online source; Mendeley Data (N. 
Pongsakonpruttikul et al, 2022  pp1549-1558). This dataset was used in many 
studies for training and testing several developed models. The online dataset 
consists of 1650 digital X-ray images of knee OA with different features such 
as osteophytes, narrowing of the joint space, subchondral bone sclerosis and 
subchondral bone cysts (https://data.mendeley.com/datasets/t9ndx37v5h/1). 
This dataset was split into 80% for training set, 10% for validation, and 10% for 
testing. The images are 8-bit grayscale image, and each image was manually 
labeled by two medical specialists as per KL grading system, which comprises, 
as shown in Fig.2, the following five grades: 

1. Grade 0 (Normal): No radiological findings of OA. 
2. Grade I (Doubtful): Suspicious narrowing of the joint space and possible     

osteophytic lipping. 

https://data.mendeley.com/datasets/t9ndx37v5h/1
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3. Grade II (Mild): Definite osteophytes and possible narrowing of the joint 
space. 

4. Grade III (Moderate): Moderate multiple osteophytes, definite narrowing of 
the joint space, small pseudocystic areas with sclerotic walls, and possible 
bone contour deformity. 

5. Grade IV (Severe): Large osteophytes marked narrowing of the joint space, 
severe sclerosis, and definite deformity of the bone contour. 

 
 

 
                     Fig. 2.Knee X-ray images (KL classification) 
 

In addition to the online dataset, we collected other knee images of 
resident patients from the local diagnostic centers to test the model. The local 
dataset consists of 20 X-ray images that were collected from domestic 
diagnostic centers and local hospitals for resident patients. This local dataset 
was used to check how well the model is performing on new, never-before-
seen-data.  
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o Preprocessing Stage 

The preprocessing stage is a very important stage in order to enhance 
the images and increase the model’s accuracy. The main steps in this are 
shown in Fig. 3. 
 
 

 

Fig. 3.Overview of the dataset preprocessing 

o Region of Interests (ROI) Segmentation 
  A region of interest (ROI) means the important region in an image. In 
this step, we manually specified the ROI in these images and provided its 
dimensions as a rectangle in order to focus on the knee joint space. The ROI 
segmentation has been applied on each image in the dataset. Fig. 4 shows two 
images with their original size; 224 × 224 pixel, and Fig. 5 shows the same 
images after applying ROI. As a result, all images in the dataset will come to be 
with dimensions (224 × 160). The procedure was done an attempt to focus on 
the important part while processing the image and to reduce the computation 
process shall  
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        Fig. 4 Original Images    Fig. 5 Images after ROI 
o Image Enhancement 

This step is applied mostly on severe class images because most images 
in this class are not clear, as shown in Fig.6. For this reason, fixing this problem 
requires using two method of image enhancement; brightness and contrast 
enhancement. 

A color screens use three colors i.e., RGB scheme (red, green and blue) 
the brightness of the screen depends upon the sum of the amplitude of red 
green and blue pixels, and it is divided by 3. 

 
                      Fig. 6 Before brightness enhancement 

2. The perception of brightness depends upon the optical illusions 
to appear brighter or darker. When the brightness is decreased, the 
color appears dull, and when brightness increases, the color is clearer 
(Kellgren and Lawrence system for classification of osteoarthritis 2021). 
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Fig. 7 shows images after applying brightness enhancement, and then 
applying contrast enhancement as shown in Fig. 8. 

 
                         Fig. 7. After Brightness Enhancement 

 
                          Fig. 8. After Contrast Enhancement 

o Image Filters 

The authors applied sharpening filters to the images using convolution operation. 
Fig. 9 and Fig. 10 shows an image before and after applying sharpening filter. 
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                            Fig. 9 Images before sharpening 

 

 
                               Fig. 10 Images after sharpening 

However, our model was tested using the original dataset (images) before and 
after the preprocessing stage or image enhancement steps. 

o Deep Learning Model Configuration  

In this project, authors chose the Convolution Neural Network (CNN) as 
the common deep learning type for image processing and gave us satisfactory 
results. The CNN architecture, as shown in Fig. 11, contains of three main 
layers: Convolution layers, pooling layers, and fully connected layer. 
 



 

 

 

 

 

 

 

 

 

      

 
 

32 

 

 
                                  Fig. 11. CNN Architecture  

o Convolution layer  

 The main task of the convolutional layer is to detect local conjunctions 
of features from the previous layer and mapping their appearance to a feature 
map. As a result of convolution in neural networks, the image is split into 
perceptrons, creating local receptive fields and finally compressing the 
perceptrons in feature maps of size 𝑚2 × 𝑚3. Thus, this map stores the 
information where the feature occurs in the image and how well it corresponds 
to the filter. Hence, and each filter is trained spatial about the position in the 
volume it is applied to. 

In each layer, there is a bank of  𝑚1 filters. The number of filters, which 
are applied in one stage, is equivalent to the depth of the volume of output 
feature maps. Each filter detects a particular feature at every location on the 
input. The output 𝑌𝑖

(𝐿)of layer Lconsists of 𝑚1
(𝐿)feature maps of size 𝑚2

(𝐿)
×

𝑚3
(𝐿). The 𝑖𝑡ℎfeature map, denoted𝑌𝑖

(𝐿), is computed as 

𝑌𝑖
(𝐿)

= 𝐵𝑖
(𝐿)

+ ∑
𝑗=1

𝑚1
(𝐿−1)

𝐾𝑖,𝑗
(𝐿)

∗ 𝑌𝑗
(𝐿−1) (1) 
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Where 𝐵𝑖
(𝐿) is a bias matrix and  𝐾𝑖,𝑗

(𝐿) is the filter of size  2ℎ1
(𝐿)

+ 1 × 2ℎ2
(𝐿)

+

1  connecting the  𝑗𝑡ℎ feature map in layer (L−1)with 𝑖𝑡ℎ feature map in layer 
(YannLeCun, KorayKavukcuoglu, 2010). 

 The result of staging these convolutional layers in conjunction with the 
following layers is that the information of the image is classified like in vision. 
o Pooling layer 

 The pooling or down sampling layer is responsible for reducing the 
special size of the activation maps. In general, they are used after multiple 
stages of other layers (i.e. convolutional and non-linearity layers) in order to 
reduce the computational requirements progressively through the network as 
well as minimizing the likelihood of overfitting. The pooling layer L has two hyper 
parameters, the spatial extent of the filter 𝐹(𝐿) and the stride𝑆(𝐿).It takes an 
input volume of size 𝑚1

(𝐿−1)
× 𝑚2

(𝐿−1)
× 𝑚3

(𝐿−1) and provides an output volume 
of size 𝑚1

(𝐿)
× 𝑚2

(𝐿)
× 𝑚3

(𝐿) where; 

𝑚1
(𝐿)

= 𝑚1
(𝐿−1) (2) 

𝑚2
(𝐿)

= (𝑚2
(𝐿−1)

− 𝐹(𝐿))/𝑆(𝐿) + 1 (3) 

𝑚3
(𝐿)

= (𝑚3
(𝐿−1)

− 𝐹(𝐿))/𝑆(𝐿) + 1 (4) 

The key concept of the pooling layer is to provide translational invariance since 
particularly in image recognition tasks, the feature detection is more important 
compared to the feature's exact location. Therefore, the pooling operation 
aims to preserve the detected features in a smaller representation and does so, 
by discarding less significant data at the cost of spatial resolution. 
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The pooling layer operates by defining a window of size 𝐹(𝐿) × 𝐹(𝐿)and reducing 
the data within this window to a single value. The window is moved by 
𝑆(𝐿)positions after each operation similarly to the convolutional layer and the 
reduction is repeated at each position of the window until the entire activation 
volume is spatially reduced. 

It is noteworthy that the window for pooling layers does not have to be 
a square and can be parameterized with 𝐹1

(𝐿)and 𝐹2
(𝐿)resulting in a rectangle of 

size 𝐹1
(𝐿)

× 𝐹2
(𝐿). This is extremely uncommon and is therefore left out of the 

notation. 
o Fully connected layer 

The fully connected layers in a convolutional network are practically a 
multilayer perceptron (MLP), generally a two or three layer MLP that aims to 
map the 𝑚1

(𝐿−1)
× 𝑚2

(𝐿−1)
× 𝑚3

(𝐿−1)  activation volume from the combination of 
previous different layers into a class probability distribution. Thus, the output 
layer of the multilayer perceptron will have 𝑚1

(𝐿−𝑖)outputs, i.e. output neurons 
where i denotes the number of layers in the multilayer perceptron. 

The key difference from a standard multilayer perceptron is the input layer 
where instead of a vector, activation volume is taken as the input. As a result 
the fully connected layer is defined as:  
 IfL−1is a fully connected layer; 

 𝑦𝑖
(𝐿)

= 𝑓 (𝑧𝑖
(𝐿)

) with 𝑧𝑖
(𝐿)

= ∑
𝑗=1

𝑚1
(𝐿−1)

𝜔𝑖,𝑗
(𝐿)

𝑦𝑖
(𝐿−1) (5) 

 Otherwise; 

 𝑦𝑖
(𝐿)

= 𝑓 (𝑧𝑖
(𝐿)

)  with  𝑧𝑖
(𝐿)

= ∑
𝑗=1

𝑚1
(𝐿−1)

∑
𝑟=1

𝑚2
(𝐿−1)

∑
𝑠=1

𝑚3
(𝐿−1)

𝜔𝑖,𝑗,𝑟,𝑠
(𝐿)

(𝑌𝑖
(𝐿−1)

)𝑟,𝑠 (6) 
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The goal of the complete fully connected structure is to tune the weight 
parameters 𝜔𝑖,𝑗

(𝐿) or 𝜔𝑖,𝑗,𝑟,𝑠
(𝐿)  to create a stochastic likelihood representation of 

each class based on the activation maps generated by the concatenation of 
convolutional, non-linearity, rectification and pooling layers. Individual fully 
connected layers operate identically to the layers of the multilayer perceptron 
with the only exception being the input layer. 
It is noteworthy that the function f once again represents the non-linearity, in a 
fully connected structure the non-linearity is built within the neurons and is not 
a separate layer (Diego Unzueta, 2021). 
 
o Model Configuration 

1. The first layer uses a large kernel size, but no stride because the input images are not 

very large, followed by the activation ReLu layer; see Fig. 11. 

2. Next, the max pooling layer divides each spatial dimension by a factor of two 
(since pool_size=(2,2)). 

3. Then by repeating the same steps twice: one convolutional layer followed by 
the activation ReLu layer and max pooling layer. 

4. The number of filters that has been used in the CNN towards the output layer 
(it is initially 128, then 64, then 32).  

5. The next layer is the fully connected network. It composed of two hidden dense 
layers and a dense output layer. Fully connected network must flatten its inputs, 
since a dense network expects a 1D array of features for each instance. By 
adding two dropout layers, with a dropout rate of 20% at the first one, and 
dropout rate of 10% at the second one, to reduce the overfitting. 
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o Optimization Process 

 In attempt to improve the model’s accuracy, we applied an optimization tactic 
by manually adjusting two common hyper-parameters; epochs and batches,. 
These two parameters were set to different values across experiments, and each 
time the model retrained and revalidated. The best performance was achieved 
when the batch size was 64 and number of epochs was 80. 

After the optimization process, we built three different versions of the 
model. The first two versions of the model were designed to predicate the 
severity; five grades, of knee OA based on the KL grading system. The first 
version was trained using the original dataset without any image enhancement, 
and the second version of the model was trained and was validated after we 
applied image enhancement on the online dataset. The third version was a 
binary classification model to predict if the knee X-ray images as normal (no 
OA) or not normal (with one of the knee OA stages). 

o User Interface 

To assess the model by healthcare professionals or any individuals, we 
develop an Android mobile application that allows easy access to our CNN 
model. This mobile App provides a user interface that can interact with the model 
offline. The user interface consists of one button and two viewing windows. The 
button can be used to select the image to be diagnosed, and one window to 
view the selected image, and a text window to show the predication of the model. 
Once the user click on the button, the App will allows the user to select any X-
ray image, which is previously stored on the mobile device, for diagnostic 
purpose. The selected image will then appear at the Image View window, and 
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the model will immediately classify it and show the predication at the Text View 
as shown in Figure 12. 
 

 
 
                       Fig. 12. The application’s final results 
 

The Tensor Flow Lite Python library was used to be able to launch the 
model on mobile devices because they have limited computation power and 
storage capacity. 
o Training and Validation  

The model was first trained and was tested using the original online 
dataset without any image enhancements. This dataset was split into 80%, 10%, 
and 10% for training, validation, and testing respectively. The model was also 
tested using X-ray images that were collected from domestic diagnostic centers 
and local hospitals.  
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 Results and Discussions 

The subsequent results are obtained using three different testing sets. 
The accuracy of the model on the first testing set, which presents 10% of original 
online dataset before we applied an image enhancement, is discussed in the 
first approach. In the second approach, we present the results obtained using 
10% of original dataset after image enhancement, and then present the results 
obtained using the images, which was collected locally from diagnostic centres 
and local hospitals. The results of the binary classification model are stated in 
the third approach. 
o First Approach 

The model was first built to predicate the severity of knee OA based on 
the KL system without image enhancements. Through the conducted 
experiments, the model showed slight improvement and the accuracy stays 
roughly within a range of 2%. The accuracy on the training set was around 80%, 
and the accuracy on the validation set was less than 73%. However, the 
accuracy declined even more in the testing phase and dropped to 65%. Fig. 13 
shows the accuracy and loss of the model on the training and validation data 
sets. 

The authors noticed that the validation accuracy in this approach improved 
quite slowly. This is mainly due to multiple connections within the dense blocks. 
However, varying the batch size does not have a decisive impact on the 
performance, and increasing the epochs showed an acceptable improvement, 
yet it took substantial time for the training. 
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                           Fig. 13 Training Loss and Accuracy. 

o Second Approach 

In this approach, we tested the model using the 10% of the enhanced 
images. Though the model’s accuracy to predict the five knee OA grades was 
above 96% in the training phase and around 90% in the validation phase, yet 
our model achieved better performance as compared to the very recent model, 
which were mentioned in [11 , 12]. Fig. 14 and Fig. 15 show the accuracy and 
loss in the training and validation stages against the number of epochs.  
However, the model achieved above 86% on the testing stage. 
 

 
            Fig. 14 Training Accuracy             Fig. 15 Training Loss. 
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                                 Fig. 16 Confusion Matrix 

This version was also tested on a local testing set that was collected 
from a local radiology and medical imaging center. The confusion matrix given 
in Fig. 16 shows the prediction accuracy of the five knee OA grades using this 
testing set. The confusion matrix-based measures using the same testing set 
are shown in Table 1. 

Table 1. Performance results 

Class Precision Recall 𝐹1-Score Overall Accuracy 
Normal 1.000 0.923 0.960 

0.875 
Doubtful 1.000 0.833 0.909 
Mild 0.824 0.875 0.848 
Moderate 0.733 0.917 0.815 
Severe 0.900 0.818 0.857 

 
Figure 17 shows nine samples of this testing set, and on the top of each 

image, it shows the model’s predication and the real knee OA grade based on 
KL grading system.  
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                Fig. 17. Images with the Predicted and Real KL Grades 

The model was also tested on a local testing set using the light version 
of the model, which was built specifically for mobile devices. For testing our 
mobile application on the spot, we visited a local hospital that provided us with 
several X-ray images and one radiologist, who tried the application using his 
own patients’ images. The application won his approval, as his assessment of 
the model’s accuracy on the local data reaches up to 95%.  

The observation here is that the model’s accuracy during the validation 
and testing declined slightly which is usually expected since there are often 
some differences between the data, which the model was trained on, and the 
testing data that is used for evaluation the model. 
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o Third Approach 
The binary classification version of the model has achieved 92.5% of 

testing accuracy while the previous version to predict the five Knee OA achieved 
around 87% accuracy. The improvement here, which was roughly 5%, was a 
result of combining the four classes of severity as on class; that is, not normal 
without determining the grade of the severity.   

 6. Conclusions  

 Knee OA is a degenerative joint disease that significantly affects middle-
aged and elderly people, yet providing a precise and accurate diagnosis of Knee 
OA is a challenging task. This due to the similarity between different KL grades 
that makes it hard to recognize each grade, and it might lead to misclassification 
issue.  

This paper presented a CNN based model that can detect the five severity 
levels of knee OA based on X-ray images. The development process went 
through several stages starting by optimizing the model, and then pre-
processing the images. After that, we build two versions of the model using 
three different testing set.  

The two versions showed very satisfactory results as compared to the 
other approaches, which presented in the literature review. Our model was 
capable to detect the five severity levels based on the KL system with quite 
remarkable accuracy that ranges between 87% up to 92%. 

The overall performance of the model after the image enhancement 
process was remarkably improved as compared to the achieved accuracy in the 
first approach. The mobile application was also tested and used by several users 
who were very satisfied. 
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